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ABSTRACT

Cyber-attacks today are a source of great concern due to the increase in the use of the Internet in many
areas, which has allowed increasing intrusion on networks and attempts to damage systems and others.
Therefore, to stay up with the evolution of cyber-attacks, intrusion detection systems must be constantly
improved. Intrusion detection system is a technique that may be applied to track both known and
unidentified breaches before one of them damages network hardware. One of the very important things
that has a big role in the strength of the system is the selection of good features in training the system.
In this research paper, intrusion detection systems are proposed based on reducing and selecting features
through the use of a “double feature selection” with the random forest algorithm. Experiments were
performed on a data set NSL-KDD (it dataset from the Canadian Institute for Cybersecurity). By evaluating
the performance, a system accuracy of 0.9981, a training time of 3.47 sec and a detection time of 0.24 sec
were obtained. The proposed work was compared with related work using the same algorithm and
dataset. The system proved superior to many of the proposed systems in terms of accuracy of the system,
recall, precision, the time spent in training the system and the time of detection.
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INTRODUCTION

Hacking and cyber-attacks have substantially increased in frequency as a result of the development of
computer systems connected to the Internet. Therefore, network security, cyber security and intrusion
detection systems are crucial. A cyber-attack is a harmful, malevolent and intentional attempt by an
individual or group to gain access to data in a person'’s or organization's information system. The cyber
security is now essential for defending the network against these threats. An example cyber-attacks
(Denial-of-Service (DoS) attacks, SQL injection attack, Remote user (R2L) attacks, User to Root (U2R)
attacks, Probe attacks and other attacks)'. An Intrusion Detection System (IDS) is a type of security
technology that may stop illegal connections and thwart outside threats. On the Internet, an Intrusion
Detection System (IDS) can provide confidentiality, integrity and usability®. Particularly beneficial has been
machining learning-based IDS particularly because machine learning enhances intrusion detection
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methodology®. Data mining-based IDS locate user data and predict future results. Knowledge discovery,
or DM, made possible by databases has drawn increased interest from the general public and the
information technology sector*. Despite the large number of studies regarding intrusion detection systems
and the development of these systems, there are some defects and among these defects is the training
of the system. It is very necessary to choose the appropriate data set for training, as well as the method
of data processing and to choose only the appropriate features for training, which helps in good training
and short training time.

In this paper, a method for intrusion detection system based on machine learning was developed based
on the selection of appropriate data sets and the selection of features with the highest variance after data
preprocessing. Two phases will be used to select the features. The first stage is to eliminate the least
important features by the variance threshold algorithm and the second stage is to select the features with
the highest score by (select k best algorithm and fclassif method). Which helps to reduce training time and
increase the accuracy of the proposed system. The proposed model will be built by the random forest
algorithm because of its robustness on a large scale. In this paper, the NSL-KDD dataset, an upgraded
version of the well-known KDD dataset, was employed. The proposed approach produced much greater
accuracy than current systems while requiring significantly less training time.

RELATED WORKS

A machine learning-based approach for cyber security intrusion detection was proposed by Sarker et al.
(IntruDTree). It uses a ranking system based on the importance of security elements. The process included
examining the security dataset, producing raw data, determining the value of each characteristic and
ranking. The techniques made use of a feature selection is basic Bayes classifier. The model was tested in
experiments utilizing cyber security datasets (NSL-KDD) and the resulting tree was produced.

Farnaaz and Jabbar® proposed an intrusion detection model based on the random forest
algorithm. They categorized the attacks into four categories and applied 10 cross-checks to the
classification. Excess features are also removed and relevant features are selected by filter method,
wrapper method and embedded method. The performance of the model was evaluated using the
NSL-KDD dataset. The authors obtained a system accuracy of 0.9967.

Kayode-Ajala’, proposed various machine learning techniques for identifying network traffic anomalous.
They employing these techniques on the NSL-KDD dataset and used Principal Component Analysis (PCA)
for reduced dataset features to 20 principal components. The employed for evaluation was training and
test accuracy, precision and recall. Logistic regression competitive results with a training accuracy of
86.97% and a test accuracy of 86.62%. The K-neighbor classifier competitive results with a training
accuracy of 98.05% and a test accuracy of 97.94%. Their findings suggest the best algorithms for intrusion
detection tasks is with K-neighbors classifier standing out as the most robust performer.

Gao et al® concentrated their efforts on developing novel intrusion detection methods employing and
PCA to choose feature selection, one of which is the application of machine learning techniques.
Five voting classifiers are selected through comparative tests. Then, by adjusting the amount of samples,
setting data weights, multi-layer detection and other combination techniques, the detection impact of
each algorithm is enhanced. Finally, an adaptive voting mechanism using several class-weights is used to
obtain the best detection results. The NSL-KDD preprocessing model was trained. To validate the
technique, all of the algorithms are trained using cross validation with training data. The training accuracy
of any algorithm depends on that algorithm's training accuracy. Decision tree, random forest, K-Nearest
Neighbors (KNN) and Deep Neural Networks (DNN) all have assessment accuracy values of 99.63, 99.8,
99.59 and 98.4%, respectively.
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Negandhi et al’ proposed random forests, a supervised learning approach, was employed for the
maximum accuracy in order to identify and prevent network assaults. In order to limit the number of
features, the traits chosen for the model based on Gini significance were used. It was proposed that the
NSL-KDD dataset be used to train a model to categorize all of the assaults in the dataset; the inaccuracy
of the result is 0.120% and the correctness of the result is 99.880%.

Using a recursive feature elimination to select features and use Deep Neural Networks (DNN) and
Recurrent Neural Network (RNN) for classification suggested by Mohammed and Gbashi'. The accuracy
rate is 94% and DNN was used for binary classification to classify attack or normal.

METHODOLOGY

Intrusion Detection System (IDS): A proactive intrusion technological detection called an Intrusion
Detection System (IDS) finds and categorizes intrusions. Based on intrusive behavior, cyber-attacks and
policy breaches at the network and host level infrastructure occur in real time'". It is a technique that may
be applied to track both known and unidentified breaches before one of them damages network
hardware. Itis a crucial foundation for authentication used to safeguard the availability, confidentiality and
integrity of data. An illustration of the intrusion detection model was shown in Fig. 1%,

Feature selection: The feature selection method is used to identify and delete as much redundant and
pointless information as is practical. This technique for dimensionality reduction may speed up and
improve the performance of learning algorithms, improving classification accuracy®.

Variance threshold technique: It is a basic technique for filtering features. Every feature whose variance
falls below a certain threshold is eliminated. The zero variance characteristics are removed. This refers to
characteristics whose default value is the same for all samples. It is assumed that features with a larger
variation may contain more significant information, even if it should be highlighted that we are not taking
into account the relationship between feature variables or the relationship between feature and objective
variables. Low variance columns should probably be removed as they could divert some learning
algorithms (particularly ones based on distance)™:

Variance score (fi) = p (1-p)™
Where, p is the proportion of those that chose the feature value of 1.

Select K best method: This kind of univariate is used to choose characteristics. By using the "best K"
strategy, the user may select the exact amount of characteristics they want to utilize for categorization in
the future while disregarding any more features that were included in the first batch of data. By employing
the fit transform approach, which is a variation of the methodology, we may change the model and
convert the initial dataset's full set of characteristics into a new set of data that only contains the most
important ones':

K best = n, (X,-%)2+n, (X,-X)? '®

N, = Noofclass 1
N, = No of class 2
X = Mean all class
X, = Mean class 1
X, = Mean class?2

N
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Fig. 1: IDS model

Random forest classify (RF): RF is a supervised machine learning approach since it has been used
extensively because to its good performance’. A prediction is made using the RF, an ensemble approach
that makes use of many CARTs. To replace the trees, a series of training sets is created (a bagging
approach). To assess how well the RF model performs, the remaining one-third of the data also referred
to as out-of-the-bag samples is used in an internal cross-validation approach. To train the trees, about
two-thirds of the data is employed'®:

19

Entropy (T) = Zi;z ~Pitogz Pi

Entropy (T, 2)= ), p (c)Entropy (c)”
Gain (T, Z) = Entropy (T)-Entropy (T, 2)'
T is P, the probability of classes ci in T, c is the kind of classes. Entropy (T, Z) entropy of feature select.

NSL-KDD dataset: After it was discovered that the KDD99 data set had several issues, a new version was
created, the NSL-KDD data set, which does not have any of the previous issues with data redundancy and
drastically reduces the number of cases that have an impact on the estimation of the findings. The
KDDCup99 dataset and NSL-KDD share the same features’. The NSL-KDD dataset train consists of (41)
features and the number of records is 125,972. With 67,343 normal traffic instances and 58,630 traffic
attack instances.

General design of the proposed model: In this section, we provide details of the proposed model
design, which consists of data pre-processing, feature selection and model design by the random forest
algorithm. A description of the IDS proposed in this paper was shown in Fig. 2.

Preparing and pre-processing the dataset: The dataset utilized (NSL-KDD) reflects network traffic in
real-time and includes sets from assaults. The major goal of utilizing a data set is to test the suggested
approach in actual contexts in order to demonstrate how well the model performs. A crucial step in
reducing false alarm rates and raising accuracy isdata set preparation and preprocessing. The
pretreatment steps are as follows:

Step 1: Entering the data of the used NSL-KDD (KDD Train) into the system

Step 2: Check and delete duplicate rows. And remove the features redundant

Step 3: Treatment of missing values. Identify the missing values in the rows. Drop nan and null from all
instances as well

Step 4: The data is split randomly into two parts (70% training and 30% testing)

Step 5: Using Sk learn variance threshold to exclude all features with low variance and features with the
same value given that it just considers the qualities (x), as opposed to the anticipated outcomes,
it may be utilized for unsupervised learning (y). The first step is to identify and eliminate features
that are not crucial to the system. See algorithm 1.
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Algorithm 1: Remove feature low variance threshold

Input: Training data and testing data.
Output: Features high variance.

Begin
1

U A wWwN

. For get features from dataset

. Define variance threshold = 0

. Ordinal encoder assigns an integer value to each unique category value.
. Count the number of feature from zero to length dataset.

. Find the value variance to feature variance:

Variance score (fi) = p (1-p)

. Drop feature where value < = 0
. End for
. End

Step 6: Use the standard scaler to resize the data frames and to make the characteristics more

<
I

SD

homogeneous:

Mean
Standard deviation

Step 7: Standard deviation should be checked. If the data points are farther from the mean, the variance

within the dataset will be higher, according to the calculation of each data point’s departure from
the mean. The data is more erratic the higher the standard deviation:

221
- [ZX-U)
N

X value in the dataset, U the mean value of the dataset and N is the total number of data points.

Fig. 2:

NSL-KDD dataset

Split dataset to training 70% and testing

Tarining Testing
[ Remove all low variance ] Stages Remove all low variance
feature l
y selection
[ Feature selection “select K" Feature selection “select K"

[ Random forest ]

V—)[ Trained classifiers ]

Proposed model’s general layout
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Features selection: After some features were removed in the first stage, we'll start with the second stage
of feature selection. The most crucial features are chosen using the feature selection approach. The second
and most important stage is when the characteristics are determined and reduced. Univariate feature
selection is employed in this stage. Using the classification (f classif) technique'® and the feature selection
algorithm (select K best). Look at algorithm 2.

Algorithm 2: Feature selection by select K best, f_classif
Input: The features with high variance for each type attack to training and testing.
Output: The features highest scores for each type attack to training and testing.
Begin

1. Features with high variance

2. Compute the score of each feature in dataset:

K best = n, (x,-X)?+n, (X,-X)* ¢

w

Repeat until all end features.
Select K feature f_classif (X_train, y_train) the high score features (three sets) and keep it for each type attack.
End

voA

Proposed model’s training phase: The proposed approach employs a learning strategy to optimize
classification via a random forest algorithm. After the important features have been identified through the
previous stages. The training data is now entered into the random forest algorithm to classify and train
the data as shown in the algorithm 3.

Algorithm 3: Random forest classifier

Input: The training dataset
Output: Classification of normal and abnormal network traffic

Begin
1. Choose number of trees in the forest N
2. ForltoN
3. Choose at random one of the features A from the feature set
4. ForJtoA
5. Compute the gain information

Entropy (T) = Z:ﬂ: ~Pitog2 Pi

Entropy (T, Z) = Zcez p (c) Entropy (c)

Gain (T, Z) = Entropy (T)-Entropy (T, Z)

6. Choose the node with the most information gain
7. Dividing the node into sub-nodes
8. Go tostep 4 where j<> A
9. End for
10. Go to step 1 where I<> N
11. End for
12. End
RESULTS

In this section, the experiment results are shown, the performance of the suggested intrusion detection
model is assessed and a detailed explanation of how to apply the proposed work is provided. The first
goal was to reduce and select the best features by two methods. The second goal is model building based
on the random forest algorithm to reduce time training and time detection. The models were trained
and tested using the (NSL-KDD) dataset for intrusion detection. The model proposed performance was
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assessed in terms of Acc, DR and precision, FAR, F-score, Recall and ER. The platform for the system
workspace will be the following one: Windows 11 Professional, operating system (64 bit), Intel (R) Core
(TM) i7-11650G CPU @2.80 GHz and 16 GB random access memory, Python 3.10.4 and utilized Jupyter
Notebook (server: 6.4.11).

A NSL-KDD train of the dataset’s 125973 records, which contain samples of normal behavior and attacks,
was employed in this study. By using cross-validation, the dataset is divided into training data and testing
data in order to evaluate the proposed system. The number of selected samples training (88181) and the
number of test samples (37792). The proposed model has been applied to detect normal and attack traffic
with the use of a random forest algorithm. The performance of the system depends on the accuracy of
intrusion detection, reducing false alarms, reducing training time and intrusion detection time. In the first
performance evaluation, the system was implemented on the algorithm without inserting any method for
selecting the features. The results were as shown in the confusion matrix. All the records that are in the
normal class are 20,083. The 20,030 of them are correctly predicted in the normal class and 53 of them
are incorrectly predicted in the attack class. There are also 17,709 records in the attack log. The 17,683 of
them are correctly predicted in the attack class and 26 of them are incorrectly predicted in the normal
class.

In the second performance evaluation, the first stage of feature reduction and selection (variance
threshold) was applied. The 40 features were used. The results were as shown in the confusion matrix.
All the records that are in the normal class are 20,027. The 19,914 of them are correctly predicted in the
normal class and 113 of them are incorrectly predicted in the attack class. There are also 17,716 records
in the attack log. The 17,663 of them are correctly predicted in the attack class and 35 of them are
incorrectly predicted in the normal class.

In the final performance evaluation, a second stage of appropriate feature selection was applied by
univariate feature selection (select K best, f_classif). The 28 features were used as shown in Table 1. The
final results of the proposed model were shown in Table 2.

The confusion matrix produced by the implementation indicates that 49 ordinary occurrences were
mistakenly identified as assaults. It accurately identified 20034 as a typical occurrence and detected it as
such. Furthermore, assaults were accurately identified in 17689 incidents. Additionally, 20 attacks were
mistakenly thought to be normal.

Table 1: Features final used in model proposed

No of features Feature name Feature name Feature name Feature name

28 Protocol type Service Flag Src_bytes
Dst bytes Wrong fragment Logged in Num access files
Is host login Is guest login Srv count Serror rate
Srv serror rate Error rate Srv rerror rate Same srv rate
Diff srv rate Srv diff host rate Dst host count Dst host srv count
Dst host same srv rate Dst host diff srv rate Dst host same src Port rate
Dst host srv diff host rate Dst host serror rate Dst host srv error rate Dst host error rate

Dst host srv error rate

Table 2: Results of all the proposed model

Stages Acc (%) Recall Precision F-score Time training (sec) Time detection (sec)
Standard 0.9979 0.9973 0.9987 0.9980 3.90 0.27
First stage 0.9943 0.9915 0.9976 0.9946 3.70 0.25
Second and final stage 0.9981 0.9975 0.9990 0.9982 3.47 0.24

https://doi.org/10.3923/tasr.2024.51.60 | Page 57



Trends Appl. Sci. Res., 19 (1): 51-60, 2024

Table 3: Compare the proposed work with related works

Reference Acc (%) Recall Precision F-score Time training (sec) Time detection (sec)
Sarker et al.® 0.98 0.98 0.98 0.98 - -

Farnaaz and Jabbar® 0.9967 - - - - -
Kayode-Ajala’ 97.94 97.73 - - - -

Gao et al® 0.998 0.998 0.9979 0.9979 - 0.70
Mohammed and Gbashi® 94 - - - - -

Proposed model 0.9981 0.9975 0.9990 0.9982 347 0.24

Accuracy (Acc): It is a scale used to measure the accuracy of the proposed model in classifying the
elements as being attack or normal. It is computed by the following equation®*:

TN+TP

Accuracy (Acc) =
All (TP+TN+FP +FN)

Precision: It is the proportion of the classifier's accurate positive predictions. Using the following equation:

TP

Precision = ————
TP +FP

Recall: It is the proportion of accurate positives that the classifier has actually discovered:

TP
TP+FP

Recall or DR =

F-score: Referred to the symmetric mean of precision and recall:

_ 2xPresisionxRecall
Presision+Recall

By studying the results obtained from implementing the proposed methods for feature reduction and
selection of features with the random forest algorithm on a dataset (NSL-KDD), it proved superior to the
basic model and to the model with one stage of feature selection in terms of model accuracy, recall,
precision, training time and detection time.

It was concluded from the presented results: (1) The method used in preprocessing and dividing attacks
based on the type of attack in data analysis was good. (2) Using the binary selection method, it was able
to select the best features because 19 features were used for one dataset (CIC-IDS2017) and 22 features
were used for one dataset (NSL-KDD). This reduced the training time of the system without affecting its
accuracy. (3) The proposed system performed well when selecting the best 19 out of 79 features for the
CIC-IDS-2017 dataset and selecting the best 22 out of 41 features for NSL-KDD. (4) The use of group
learning by (stack of estimators) with the best parameters for all algorithms in the development of the
random forest algorithm gives a very high accuracy and detection rate, especially with the method of
identifying only important features and dividing. Attacks according to the type of attack and very low
detection time compared to previous works in network intrusion detection systems. (5) By studying the
results obtained after testing the proposed model, it is possible to increase the accuracy of the model and
reduce the false alarm rate, but there is a slight increase in the attack detection time. The results were also
compared with related works®®'" (Table 3), that also used the random forest algorithm and the same
dataset and our proposed model proved its superiority in all measurements as well as in the time of
training and detection. This proves the strength of the proposed model and shows the importance of
reducing and selecting features in models. That plays an important role in the accuracy of the intrusion
detection systems.
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CONCLUSION

Many intrusion detection systems have been proposed with many methods and algorithms. Most systems
are based on data mining. In this paper, a model based on two stages of features selection (variance
threshold) and (select K best, fclassif) selection is proposed. The random forest algorithm was used for
classification and the test was carried out on a dataset (NSI-KDD). The accuracy of (0.0981), recall
(0.9975), precision (0.9990) and intrusion detection time (0.24 sec) were obtained. The results were
compared with related work and proved the superiority of our proposed work. The proposed model was
also compared according to the stages of work. In the future, research work on IDS development could
be based on algorithm development in other ways and the application of the system to other modern
and more realistic data sets to help increase the power of the intrusion detection model in predicting
attacks.

SIGNIFICANCE STATEMENT

An intrusion detection system is a technique that may be used to detect known and unknown intrusions
before one of them damages the network hardware. One of the most important things that plays a
significant role in the strength of the system is the selection of good features in the training of the system.
In this paper, intrusion detection systems based on reduction and feature selection using "dual feature
selection" with random forest algorithm are proposed. Using this choice, the accuracy of the system was
0.998.
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